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Contingency Tables

These notes cover several important tools which are used to compare
categorical variables against other categorical variables. These tools work
well in conjunction with Chi-Square tests, because we are trying to
determine if there is or is not a relationship between categorical variables.
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Sets of Pie Charts

Often, it’s useful to look at sets of pie charts to get a sense about your
data. Do your pie charts look roughly the same? If they do, there is a
good chance there is no statistical significance to the differences in
proportions for the different variables.

Let’s pretend we are selling ice-cream in three flavors and in three sizes.
We wonder if the people who buy different sizes tend to buy the flavors in
the same proportions as each other. Or, we could state this another way.
We wonder if people who like the various flavors tend to buy the sizes in
the same proportions regardless of the flavor.
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Sets of Pie Charts

What do you think?
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Sets of Pie Charts

For the ice-cream example, the differences are not significant. For now,
you can only guess at whether it’s significant, but for small samples, you
can sanity-check your guesses by asking:

What if just a couple of people changed their decisions?

In this case, we can see that just a few people changing their minds would
change the ratios a lot. But, given the numbers we are using, these ratios
are pretty close!
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Filling in Contingency Tables

Fill in the missing values.
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(Answer)
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Finding Expected Values from Tables

Another tool, besides having side-by-side pie charts (or histograms or bar
graphs) is to calculate expected values for the cells and compare that
against the actual values.
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Finding Expected Values from Tables

Independent probabilities multiply

If two variables do not interact (mathematically), we say they are
independent. If they are independent, we can multiply their probabilities
together to get the overall probability that they occur together. (And, vice
versa!)

For the AU table, let’s presume there is no connection between gender and
grad/undergrad status.
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Expected Counts

Expected Count: Probability times n

The expected count for a pair of traits in a sample (or population) is the
number of items in the sample (or population) times the probability that
the traits occur together.
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Expected Counts

Total Undergraduate Graduate

Total 13,858 8,123 5,735
Men 5,309
Women 8,549

Table: AU enrollment 2017-2018

Example: Undergrads are 8123
13858 = 0.5862 and women are 8549

13858 = 0.6169.
So we multiply 0.5862 × 0.6169 = 0.3616. We expect 36.16% of the
13858 to be undergraduate women. 0.3616 × 13858 = 5011.1 We expect
about 5011 undergraduate women. The actual count is 5029. This seems
similar to me.

Compute the other three!
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Answer

We can do this on StatCrunch to check our work!

Stat > Tables > Contingency >With Summary

Select all columns except labels, then indicate the label column. In
Display, choose Expected Count.
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Walking and Biking

This chart is from the Census website. Find the expected value of women
biking to work. Is this close to the actual count?
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Answer

5181

14239
× 491

14239
× 14239

This is about 178.66 which is not close to 56, the actual count!

What would you have thought if your calculation had given 52 and the
actual count were 50? Would you think those values were pretty close or
not? Would you have concluded that the women were more or less likely
to choose biking compared to the men?
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Answers

For our data, we had less than a third of the expected number of women
choosing to ride their bikes, so it seems that women might be more
hesitant to ride bikes to work than men are.

Since we only had two categories for travel and two categories for gender,
it really is enough to just test one of the four cells in the two-way table!

We can’t use our intuition unless our counts are very close or very far away
from our expectations. We will need more tools before we can make
meaningful statments for anything else!
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Conditional Probability

The Chance magazine examined the impact of an applicant’s ethnicity on
the likelihood of admission to the Houston Independent School District’s
magnet school programs.

• What percent of all applicants were White?

• What percent of all applicants were accepted?

• What percent of Black/Hispanic applicants were accepted?
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Conditional Probability

When we answered the question “What percent of all Black/Hispanic
applicants were accepted?” we answered a conditional probability question.

We could have equally asked, “Given that an applicant was
Black/Hispanic, what is the probability they were accepted?”
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Answer

485

517
= 0.9381

93.8% of Black/Hispanic applicants were accepted.

The conditional probability of a Black/Hispanic being accepted was 93.8%.
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Conditional Probability

Calculating Conditional Probabilities

P(A given B) =
P(A and B)

P(B)

P(A given B) =
count(A and B)

count(B)

Conditional probabilities can be found using total counts or probabilities.
Disregard all outcomes which have already been eliminated, restrict your
attention only to the remaining possible cases, and your results will be
correct.
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Some definitions

Population versus Sample

A population is an entire group you would like to study. The sample is a
selection from that population.

Sample versus Census

If you are lucky enough to get ahold of all the data for your entire
population, then your sample is your population and you call that a
census.
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More definitions

Parameters

Parameters are numerical values associated with populations. These are
generally represented with Greek letters like µ for average and σ for
standard deviation. We use p for a proportion in a population. These are
values we wish we could magically know!

Statistics

The word statistics has many different definitions. When it is being used
in this way, in contrast to a parameter, it means the numerical values
associated with a sample. Usually we are trying to guess a parameters by
looking at the statistics from the sample. We tend to use Roman letters.
We use s for the so-called sample standard deviation which is not the
standard deviation of the sample. It is the estimator for the population’s
standard deviation. However for x̄ , we are lucky. The estimator for the
popuation mean happens to be calculated the same way as µ.
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Bias

Since x̄ and µ are both calculated by adding up all the data you have and
dividing by the amount of data you have, you won’t see two different
buttons on a calculator or two different things to calculate on StatCrunch.
This is because the mean is not a biased estimator!

However, there is a very easily understood biased estimator. The
maximum of a sample is rarely as high as the maximum of a population. If
you asked the students in a class to write down their SAT scores on slips of
paper and share them anonymously with the rest of the class, it’s unlikely
that 1600 would appear. It might, but it’s not highly likely. However, we
all know that some people in the population manage to get that coveted
perfect score. So, this is a concrete example of a biased estimator.
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Bias

The other kind of bias:

In the context of a survey, bias means what you probably think it means:
A biased survey is often written to encourage a certain response. Other
issues include “who” is doing the survey, where it is done and so forth.
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Why s and σ

If we were to use the formula for σ to estimate s, we would consistently be
a bit on the low side. This means that sometimes we would be too high
and sometimes too low, but overall, we would be too low more often than
we would be too high. This is why σ can’t be used to estimate the
standard deviation of the population. This is why we need to use s.
Luckily, the formula for s is very similar to the one for σ, and even luckier,
StatCrunch doesn’t mind doing either one!
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Caution!

When looking at two-way tables, be very aware of whether the counts (or
percents) you are looking at are in reference to an entire population or just
a sample. If you are looking at an entire population, you can make more
solid statements. You can say things like “54.1% of the student body is
female.” if you have actual counts. If you only have a sample, you should
adjust your language accordingly. For example, “In our study, 52% of
respondents said they preferred chocolate.”

Later in the semester, we will learn how to correctly say more than this.
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MEMORY QUESTIONS
Five today!
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