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Review Question: LSR does what?

Least Squares Regression (LSR, or a line of best fit) helps us to quantify
the connectedness between two variables. So this means they may be
somewhat random if taken alone, but taken as pairs, they have something
to do with each other.
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The whole semester is bringing us here!

The whole semester has been a buildup to this idea, and we’ve been
talking about it all along. These last three discussions should hopefully
seal these ideas firmly into your mind.

?!

Are two things connected or aren’t they?
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Data type gets in the way

Since data can take different forms, this same fundamental question
appears to take various forms, so we need to weild a variety of tools to
answer still, that same fundamental question.

4 / 52



Examples

• Numerical vs. Numerical (LSR)

• Numerical vs. Categorical (ANOVA and t-tests)

• Categorical vs. Categorical (Chi-Square)

• ... and many more we haven’t discussed!
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A progression of connectedness
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What I’m doing

With each successive slide, you will see the connectedness increasing.

As we progress, I keep giving the Y variables more of the X value.

Example:
Y 3 = 0.7 · Y 0 + 0.3 · X

Ironically, the first slide in the sequence shows variables which have a
negative correlation. So numerically, the least correlation happens in the
second slide after I started giving the response variable some of the
explanatory variable!
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What to watch for

• Horizontal line turns into y = x line.

• Points start to hug the LSR line.

• R2 increases to 100%

• p − value of the slope increases

• The intercept starts near the average y-value (100).

• The intercept goes to zero progressively.

• The standard error of the intercepts decreases.
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A progression of connectedness - 1

9 / 52



A progression of connectedness - 2
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A progression of connectedness - 3
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A progression of connectedness - 4
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A progression of connectedness - 5
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A progression of connectedness - 6
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A progression of connectedness - 7
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A progression of connectedness - 8
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A progression of connectedness - 9
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A progression of connectedness - 10
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A progression of connectedness - 11
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y = x line

The reason we approach the y = x line is that both data sets were
originally from the same population, and the points themselves were
approaching the y = x line. Any perfectly correlated points would lie on
some line, but not necessarily a y = x line.
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What does a hypothesis test do?

So, what does this have to do with hypothesis testing?

My goal for you in this course is to see the connections between the
concepts, not to just see the course contents as stand-alone tricks you can
do to data.

Hypothesis testing in this course is to ask the question of whether two
variables are connected or disconnected.
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Example

In the progression we just saw, the initial slide showed randomly generated
points which had no underlying reason to be correlated, yet they were
negatively correlated!

But the p− value for the slope correctly warned us not to be too confident
in making a statement about their connectedness! If we’d had a
hypothesis that these variables were connected, the p − value would have
kept us from making a false statement.
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But...

But, sadly, once I started mixing the variables - and I did indeed do this -
the p − value STILL told me to be cautious, because the sample I had did
not provide enough evidence that this mixing was taking place!

I only know it was happening, because I was the one doing it!
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Finally

But eventually, the mixing became apparent!

We could have hypothesized that these variables were connected. We
would have said they were, and we’d have been right.
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What does the p − value do?

The p − value answers a conditional probability question.

If the two variables (or sets of various variables) are not connected, what
is the likelihood that we could see a sample with this amount of
correlation in it, just because we randomly drew it out that way?

Note: This ignores many important considerations like poorly designed
studies and other issues with experimental design and only focuses on the
pure theoretical question about sampling errors!
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Then...

Then, this gives us a p − value or perhaps a confidence interval that seeks
to answer our conditional probablity question.
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We wish we could ask...

What it doesn’t give us, but what we of course wish we could ask, is
“What’s the probability that there is a connection between these
variables?”

Sadly, we can never answer this question, except in quite rare situations.
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Lines today, other things later

This discussion is about Numerical vs. Numerical data. But the same type
of discussion will surround ANOVA, t-tests, Chi-Square and many other
similar tests which seek to answer the same fundamental question about
connectedness.
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Galton Families Data

The data sets in the worksheets are about SAT scores and college GPA, as
well as High School GPA. But the data set for this discussion will be a
famous data set from Francis Galton (1886).

https://vincentarelbundock.github.io/Rdatasets/doc/
HistData/GaltonFamilies.html
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Sir Francis Galton (16 February 1822 – 17 January 1911)

Galton produced over 340 papers and books. He also created the
statistical concept of correlation and widely promoted regression toward
the mean. (Wikipedia)
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Data Overview

We are looking at some families and their heights with gender. Birth order
is not given, although it appears to be. It’s not.
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Scatterplot by gender

The average of the two parents’ heights is the explanatory variable, and
the (adult) child’s height is the response.
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Some results

male children

child = 20 + 0.71parent

female children

child = 18 + 0.66parent

Note here how ridiculous the intercepts are, and how utterly meaningless.
This says that if a parent is zero inches tall, the male children will end up
2 inches taller than their sisters.

Really, if you look at the range of the data, the difference between the
male and female children is between 5.2 and 5.8 inches.
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To simplify

To simplify, we don’t have to group by gender.

child = 22.6 + 0.637parent

Where, again, the parent height means the average of the two parents.
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Can we find the LSR line?

There is a process we are not covering in this class, and it feels the same
as finding a standard deviation. There are lots of subtractions, squaring,
and square rooting.

But if the standard deviations for each variable individually as well as the
correlation between the two variables has already been calculated, you can
use those values to find the LSR line!
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Formula time

y = a + bx

if b = r
sy
sx

and a = ȳ − b · x̄

and r is the correlation between x and y , with sx and sy being the sample
standard deviations and x̄ and ȳ being the means.
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Let’s try it!

We need r , x̄ , ȳ , sx , and sy .
Let’s use 0.321, 69.2, 66.75, 1.80, and 3.58.

b = 0.321
3.58

1.80
= 0.638

a = 66.75− 0.638 · 69.21 = 22.6

Which agrees fairly well with child = 22.6 + 0.637parent from StatCrunch!
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Standard Error

Note: Standard Error is another term for the standard deviation of the
sampling distribution.

sx = 1.80237 so SEx = 1.80237/
√

934 = 0.058975

sy = 3.57925 so SEy = 3.5925/
√

934 = 0.117117

Why is sx so much lower than sy?

It’s the average of the two parents’ heights, so it’s going to be roughly a
factor of

√
2 less than the child’s height. (It’s actually even less than that

though.)
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Adding variables that are correlated

Let’s try adding the parent height and the child height, which are
correlated, just to get some experience adding correlated variables.
(On the worksheet, you will add SAT math and SAT verbal scores.)

Data > Compute > Expression and I’ve called this ’sum’.

Let’s see if this formula works!

S2
A+B = S2

A + S2
B + 2rSASB

Remember, of course, if r = 0 you get back to the formula you already
know how to use!
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Testing our new formula

S2
A+B

?
= S2

A + S2
B + 2rSASB

20.20
?
= 3.25 + 12.8 + 2(0.321)(1.80)(3.58)

20.20
?
= 16.05 + 4.14

20.20 ≈ 20.19

Close enough! (It’s unequal due only to roundoff error.)
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Multi-linear models

StatCrunch makes it easy to use multi-linear models. This allows us to use
the fathers’ and mothers’ heights as two different inputs to our model. We
can find out whose genes matter more.

Stat > Regression > Multiple Linear
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Dad matters more!

R2 = 10.5%

So, this is a little bit better than without splitting the parents up. But, we
only gain about half a percent on R2.
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Double split!

Let’s split the entire problem by gender. We can split that in the model by
using the father and mother separately, and we can split on the gender of
the child as well.

For males R2 = 23.8%, and for females R2 = 26.8%.
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Splitting the parents didn’t help much

With splitting: for males R2 = 23.8%, and for females R2 = 26.8%.
Without splitting: for males R2 = 23.3%, and for females R2 = 26.3%.

So, we didn’t gain much with all that effort. However, it was just clicking
an option on the computer, so it really wasn’t much effort anyhow.
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Worksheet time!

Go have fun!
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MEMORY QUESTIONs
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